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Thank you, Alexander [Campbell] for the introduction.

Thanks also to Genevieve Furtado and the other conference organizers fortheinvitationto speak heretoday, at
the 19" Annual Operational Risk North America Conference. | understand that this is the Champagne Keynote
address. Given thattitle, | feel obligated as aneconomistto share with you the reported last words of John
Maynard Keynes —the father of modern macroeconomics: “I should have drunkmore champagne.” | hope my
words heretodaydo notinspirea similarsentiment. And finally, | mustremindyou thattheviews that!| express
today are my own and do not necessarily reflect the views of the Commissionor its staff.[1]

My remarks this afternoon will center on a technology topicthatis encroachingon manyaspects of our lives and
increasingly sowithinfinancial markets: Artificial Intelligence. Perhaps better known by its two-letter acronym
“Al,” artificial intelligence has been the fodder of science fictionwriting for decades. But the technology underlying
Al researchhasrecently foundapplications in the financial sector —in a movement that falls underthe banner of
“Fintech.” And the same underlying technology [machinelearningandAl] is fueling the spinofffield of “Regtech,”
to make compliance andregulatory-related activities easier, faster, and more efficient.

This isthefirsttimethat| haveaddressed the emergence of Al in one of my talks. But| have spoken previously on
the two core elements thatareallowing the worldto wonder aboutits future: bigdataand machinelearning.[2]
Like many of your institutions, the Commission has made recent andrapid advancements with analytic programs
thatharness the power of big data. They aredriving oursurveillance programs and allowing innovationsin our
market risk assessmentinitiatives. And the thoughts I’'m about to share reflect my view on the promises—and also
the limitations —of machinelearning big data, and Al in market regulation.

Perhapsa goodplaceto begin is with a brief summaryof where we were, atthe Commission, 2 yearsago. |
remember well, becauseitwas then that! wasinvited to give a talk at Columbia University on therole of machine
learning atthe SEC. | accepted theinvitation with perhaps | ess forethoughtthan| shouldhave had. | say this
becausel soonfound myselfgoogling the definition of machinelearning. And the answers that Google returned—
and | sayanswersinplural, because there seemto be many ways to defineit—became thefirst slide of that
presentation.[3]

The Science of Machine Learning and the Rise of Artificial Intelligence

Most definitions of machine learning begin with the premise that machines can somehow learn. And the central
tenets of machinelearning, and the artificial intelligence itimplies, have been aroundfor morethana halfa
century. Perhapsthebestknown, early application wasin 1959, when Arthur Samuel, an IBMscientist, published a
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solutionto the game of checkers. For thefirst time, a computer could play checkers againsta humanandwin.[4]
This isnow also possible with the boardgame “Go,” whichhas been aroundfor 2,500years andis purported to be
more complicated andstrategicthan Chess. Twenty years ago, itwas widely believed thata computer could never
defeata humaninagameof “Go.” This belief was shattered in 2016, when AlphaGo, a computer program, took
down an 18-timeworld championina best-of-sevenmatch.[5] Thescore: 4to 1.

Other recentadvancementsinthearea of language translation are equally, if not more, impressive. Today, if the
bestresponseto my questionon the definitionof machinelearningisin Japanese, Google can translate the answer
to Englishwith anamazing degree of clarity and accuracy. Pull out your smart phoneandtry it. Translate machine
learningintoJapanese. Copy and pastetheresultintoyour browsersearchfunction. Copy and pastethelead
paragraphofthefirstJapaneselanguageresult back into Google Translate. The English language translation will
blow your mind. What would otherwise take a lifetime of learning to accomplish comes back injust a few seconds.

The underlying scienceis bothremarkable andbeyondthe scope of this talk.[6] (Not to mention my ability to fully
explainit.) Butitis nottoo difficultto understandthatthe recentadvancementsin machinelearning are shaping
how Al is evolving. Early Al attempts used computers to mimic human behaviorthrough rules-based methods,
which applied logic-based algorithms that tell a computer to “do thisif you observe that.” Today, | ogic-based
machinelearningis being replaced witha data-up approach. And by data-up, | mean programming a computer to
learn directly fromthe data itingests. Using this approach, answers to problems are achieved through recognition
of patterns andcommon associations in the data. Andthey don’trelyon a programmerto understandwhy they
exist. Inference, a prerequisiteto a rule, is notrequired. Instead, tiny little voting machines, powered by neural
networks, survey past quantifiable behaviors and compete on the best possible responses to new situations.

If you wanta tangible example of this, thinkno furtherthanyourmostrecent online shopping experience. Upon
the purchase of party hats, your preferred retailer is likely to inform you that other shoppers also purchased
birthday candles. Perhaps you need themtoo? Behindthis recommendationisa computeralgorithmthatanalyzes
the historical purchasing patterns fromyou and othershoppers. Fromthis, it then predicts future purchasing-pair
decisions. Thealgorithm doesn’t care why the associations exist. It doesn’t matter if the predictions don’t make
intuitive sense. The algorithm just cares about the accuracy of the prediction. And the algorithmis continually
updating the predictions as new data arrives and new associations emerge.

This data-driven approach is fareasier to apply and is proving in many cases to be more accurate than the previous
logic-based approaches to machinelearning. But how does it help a market regulator to know that purchasers of
protein powder may also need running shoes?

The simple, and perhaps obvious, answer is that regulators can benefit from understanding the likely outcomes of
investorbehaviors. The harder truthis thatapplyingmachine learning methods is not always simple. Outcomes are
often unobservable. Fraud, for example, is what social scientists call a latent variable. You don’tseeituntil it’s
found. So, itis more challengingfor machinelearningalgorithms to make accurate predictions of possible fraud
than shopping decisions, whereretailers have access to full transaction histories—thatis, complete outcomes for
each action. Thesameistruefortranslating languages; thereis an extremely large corpus of language-pair
translations for an algorithm to studyand mimic.

Two years ago, tackling these types of issues at the Commissionwas stillon the horizon. But a | ot of progress has
been madesincethen,and machinelearningis now integrated into several risk assessment programs—sometimes
inways wedidn’tthen envision. |’'m about to share with yousome of these experiences. But let me preview now,
thatwhilethe human brain will continue to lose groundto machines, | don’t believeit will ever be
decommissioned withrespect to the regulation of our financial markets.

The Rise of Machine Learning at the Commission
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Let me startby giving yousome background on staff’s initial foray into the fringes of machine learning, which
began shortlyafter the onset of the financial crisis. Thatis when we first experimented withsimple text analytic
methods. Thisincluded the use of simple word counts and something called regular expressions, whichisa wayto
machine-identify structured phrases in text-based documents. In one of our first tests, we examined corporate
issuer filings to determine whether we could have foreseen some of the risks posed by theriseanduse of credit
defaultswaps [CDS] contracts | eading up to the financial crisis. We did this by using text analytic methods to
machine-measure the frequencywith which these contracts were mentioned infilings by corporateissuers. We
then examined thetrends acrosstimeandacross corporateissuers to learnwhether any signal of impending risk
emerged thatcould have been used as an early warning.

This was a rather crude proof-of-concept. And itdidn’t work exactlyasintended. Butit did demonstrate that text
analyticmethods could be readily appliedto SEC filings. Our analysis showed that the first mention of CDS
contractsinaForm 10-K was by threebanksin 1998. By 2004, morethan100corporateissuers had mentioned
their use. Butthebigincreasein CDS disclosures camein 2009. This was, of course, after the crisis was infull
swing. And identification of those issues by the press wasn't much earlier. We analyzed headlines, | ead paragraphs,
and thefull text of articles in major news outlets over the years leading up to the financial crisis andfoundthat
robustdiscussions of CDS topics did not occur until 2008. During thatyear, we found a ten-foldincreasein CDS
articlesrelativeto the prior year.

Use of Natural Language Processing

Evenifthe riseinCDS disclosure trends had predated the crisis, we still would have needed to know to look forit.
You can’trunananalysison an emerging riskunless you know thatitis emerging. So this limitation provided
motivationfor the next phase of our natural language processing efforts. This is when we began applyingtopic
modeling methods, such as latent dirichlet allocationto registrant disclosures and other types of text documents.
LDA, as themethod is alsoknown, measures the probability of words within documents andacross documents, in
order to definethe uniquetopics thatthey represent.[7] This is what the data scientist community calls
“unsupervised learning.” You don’t have to know anything about the content of the documents. No subject matter
expertiseis needed. LDA extracts insights from the documents, themselves using the data-upapproachto define
common themes —thesearethetopics—and reporton where, and to what extent, they appearin each document.

Oneofour early topic modeling experiments analyzed theinformationinthetips, complaints, andreferrals (also
referred to as TCRs)received by the SEC. The goal was to learn whether we could classify themes directlyfromthe
dataitselfandin a way that would enable more efficient triaging of TCRs. Inanother experiment, DERA—the
Division of Economicand Risk Analysis —research staffexamined whether machinelearningcoulddigitally identify
abnormal disclosures by corporateissuers charged withwrongdoing. DERA research staff found that when firms
were the subject of financial reporting-related enforcement actions, they madelessuse of an LDA-identified topic
related to performance discussion. This resultis consistent with issuers charged with misconduct playingdown real
risks and concernsintheir financial disclosure.[8]

These machinelearningmethods are now widely applied across the Commission. Topic modeling and other cluster
analysistechniques are producing groups of “like” documents and disclosures thatidentify bothcommonand
outlier behaviors among market participants. These analyses can quicklyand easily identify latenttrendsin large
amounts of unstructured financial information, some of which maywarrant furtherscrutiny by ourenforcement or
examinationstaff.

Moreover, working with our enforcement and examination colleagues, DERA staff is able to leverage knowledge
fromthesecollaborations to trainthe machinelearning algorithms. This is referred to as “supervised” machine
learning. These algorithms incorporate humandirection andjudgementto help interpret machinelearning
outputs. For example, human findings from registrant examinations canbe used to “train” analgorithm to
understandwhat pattern, trend, or language in the underlyingexamination data may indicate possible fraud or
misconduct. More broadly, we use unsupervised algorithms to detect patternsandanomaliesinthe data, using
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nothing butthedata, and then use supervisedlearningalgorithms that allow us to inject our knowledgeinto the
process; thatis, supervised learning “maps” the found patterns to s pecific, user-definedlabels. From a fraud
detection perspective, these successive algorithms can be applied to new data asitis generated, for example from
new SEC filings. When new data arrives, the trained “machine” predicts the current likelihood of possible fraud on
the basis of whatitlearned constituted possible fraud from past data.

An Example of Machine Learning To Detect Potential Investment Adviser Misconduct

Let me giveyou a concrete exampleinthe context of theinvestment adviser space. DERAstaff currently ingests a
large corpus of structured and unstructured data from regulatoryfilings of investment advisers into a Hadoop
computational cluster. Thisis one of the big data computing environments we use at the Commission, which
allows for the distributed processing of very large data files. Then DERA’s modeling staff takes over with a two-
stageapproach. In thefirst, they applyunsupervised learning algorithms to identify unique or outlier reporting
behaviors. Thisincludes bothtopicmodeling andtonality analysis. Topic modeling lets the data define the themes
of each filing. Tonality analysis gauges the negativity of a filing by countingthe appearance of certainfinancial
terms thathave negative connotations.[9] The output from thefirst stageis then combined with past examination
outcomes andfed into a secondstage [machinelearning] algorithm to predict the presence of idiosyncraticrisks at
each investmentadviser.

The results areimpressive. Back-testing analyses showthatthe algorithms are five times better thanrandomat
identifying language ininvestmentadviser regulatory filings that could merit a referralto enforcement. But the
results can also generate false positives or, more colloquially, false alarms. In particular, identification of a
heightened riskof misconduct or SEC rule violation often canbe explained by non-nefarious actions andintent.
Because we are aware of this possibility, expert staff knows to criticallyexamine and evaluate the output of these
models. Butgiven the demonstrated ability of these machinelearning algorithms to guide staff to highrisk areas,
they arebecominganincreasingly important factorinthe prioritization of examinations. This enables the
deployment of limited resources to areas of the market thatare most susceptible to possible violative conduct.

The Role of Big Data

Itis importantto notethatall of these remarkable advancements in machinelearning are made possible by, and
otherwisedependon, theemergence of big data. The ability of a computer algorithm to generate useful solutions
fromthe data relies on the existence of a | ot of data. More data means more opportunity fora computer algorithm
to find associations. And as more associations are found, the greater the accuracy of predictions. Just like with
humans, the more experience a computer has, the better the results will be.

This trial-and-errorapproach to computer learning requires an immense amount of computer processing power. It
alsorequires specialized processing power, designed s pecificallyto enhance the performance of machine learning
algorithms. The SEC staffis currently using these computing environments and is also planning to scalethem up to
accommodate future applications that willbe on a massive scale. For instance, market exchanges will begin
reporting all of theirtransactions throughthe Consolidated Audit Trail system, also known as CAT, startingin
November of this year.[10] Broker-dealers will follow with their orders and transactions over the subsequent 2
years. This will resultin data about market transactions on anunprecedented scale. And, makinguse of this data
will require the analytic methods we are currently developingto reduce the enormous datasets intousable
patterns of results, all aimed to help regulators improve market monitoring and surveillance.

Wealready have some experience with processing big transactiondata. Using, again, our big data technologies,
such as Hadoop computational clusters thatare both on premises and available throughcloud services, we
currently process massive datasets. One exampleis the OptionPricing Reporting Authority data, or OPRAdata. To
help you graspthesize of the OPRA dataset, oneday’s worth of OPRA data is roughlytwo terabytes. To illustrate
the size of just one terabyte, think of 250 million, double-sided, single-spaced, printed pages. Hence, in this one
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dataset, we currently process the equivalent of 500 milliondocuments each and every day. And we reduce this
informationintomore usable pieces of information, including market qualityand pricing statistics.

However, with respectto bigdata, itisimportantto notethatgooddata is better than more data. Therearelimits
to whata clever machinelearning algorithm can do with unstructured or poor-quality data. And thereis no
substitute for collecting information correctly atthe outset. This is on the minds of many of our quant staff. And it
marks a fundamental shiftinthe way the Commission has historically thought about theinformationit collects. For
example, when | started atthe Commissionalmosta decade ago, physical paper documents andfilings dominated
our securities reporting systems. Much of it cameinby mail, andsome [documents] stillcome to us in paper or
unstructuredformat. Butthisis changing quickly, as we are continuing to modernize the collection and
dissemination of timely, machine-readable, structured data to investors.[11]

The staffisalsocognizant of the need to continually improve how we collect information from registrants and
other market participants, whether itisinformation on security-based swaps, equity market transactions,
corporateissuer financialdisclosures, or investment company holdings. We consider many factors, suchasthe
optimal reportingformat, frequency of reporting, the mostimportant data elements to include, and whether
metadata should be collected by applying a taxonomy of definitions to the data. We consider these factors each
and every timethe staff makes a recommendation to the Commission for new rules, or amendments to existing
rules, thatrequire market participant or SEC-registrant reporting anddisclosures.

The Future of Artificial Intelligence at the Commission

So, where does this |eave the Commissionwith respect to all of the buzz about artificial intelligence?

At this pointin ourrisk assessment programs, the power of machinelearningis clearlyevident. We have utilized
both machinelearning andbigdatatechnologies to extractactionable insights from our massive datasets. But
computers are notyet conducting compliance examinations on their own. Not even close. Machinelearning
algorithms may help our examiners by pointing themin therightdirectionintheir identification of possible fraud
or misconduct, but machinelearning algorithms can’t then prepare a referral to enforcement. And algorithms
certainly cannot bring anenforcementaction. Thelikelihood of possible fraud or misconductidentified based on a
machine learning predication cannot—and should not—bethe sole basisof an enforcementaction. Corroborative
evidencein the form of witness testimony or documentaryevidence, for example, is still needed. Put more simply,
humaninteractionisrequiredatall stages of our risk assessment programs.

So whilethe majoradvancesinmachinelearning have and willcontinue to improve our ability to monitor markets
for possible misconduct, itis premature to think of Al as our next market regulator. Thescienceis notyetthere.
The mostadvanced machinelearningtechnologies used today can mimic human behavior in unprecedented ways,
but higher-level reasoning by machines remains anelusive hope.

I don’t mean for these remarks to bein any waydisparaging of the significant advancements computer science has
broughtto marketassessmentactivities, whichhave historicallybeen the domain of the social sciences. And this
does not mean thatthestaff won’t continue to follow the groundbreakingefforts thatare moving us closer to Al.
To thecontrary, | can seethe evolving science of Al enabling us to develop systems capable of aggregating data,
assessing whether certain Federal securities laws or regulations may have been violated, creatingdetailed reports
with justifications supporting the i dentified market risk, andforwarding the report outlining that possible risk or
possible violationto Enforcement or OCIE staff for further evaluation and corroboration.

Itis notclear howlongsucha program will take to develop. Butit will be sooner than | would have imagined 2
years ago. And regardless of when, | expectthathumanexpertise and evaluations always will be required to make
use of the information intheregulation of our capital markets. For it does not matter whether the technology
detects possible fraud, or misconduct, or whether wetrain the machine to assess the effectiveness of our
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regulations—itis SEC staffwho uses the results of the technologies to informour enforcement, compliance, and
regulatory framework.

Thank you for yourtimetoday.

[1] The Securities and Exchange Commission, as a matter of policy, disclaims responsibility forany private
publication or statement by any of its employees. The views expressed hereinare those of theauthorand do not
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