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and categorisation of information through 
advanced text analysis techniques applied 
to user posts on social media. These 
enhanced market monitoring tools extend 
SBS’ capacity, surpassing basic sentiment 
analysis to discover trends, anomalies, and 
other significant patterns. 

Project overview

The financial authorities responsible for 
market conduct supervision and financial 
consumer protection rely on intelligence 
gathered from various sources of information 
that capture users’ experiences at every stage 
of their interaction with supervised institutions 
regarding financial products and services. 
This process encompasses operational data 
from users who engage with those products 
and services, reports issued by supervised 
institutions, qualitative and quantitative market 
research, complaints submitted by users to 
supervised entities, claims and complaints 
filed with the National Consumer Protection 
Authority, claims filed with SBS and user-
generated content on social media, blogs, 
news sites, and other digital platforms. 

The sheer volume of public data makes manual 
searching and analysis a time-consuming and 
complex task. To address this, SBS, within the 
framework of the project “Strengthening the 
Market Conduct Management Supervision 
Model”, sought a suptech solution capable of 
automatically scraping, filtering and classifying 
a large volume of public, web-based data to 
identify potential market misconduct.  

As part of the advanced text analysis tools 
used in this solution, topic modeling - a ML and 
AI technique- enhances financial supervision 
by uncovering underlying themes within 
large collection of text that may have been 
overlooked through manual review methods, 
making it easier to organise and interpret 
vast amounts of information and develop 
new taxonomies and relationships between 
keywords. Similarly, sentiment analysis 

This case study outlines the development 
of an artificial intelligence (AI) and 
machine learning (ML) -powered market 
monitoring prototype designed to enhance 
the supervisory capabilities of Peru’s 
Superintendence of Banking, Insurance, and 
Private Pension Funds Administrators (SBS, 
for its acronym in Spanish).  Building upon 
this initial prototype, with the support of 
Cambridge Suptech Lab, SBS and suptech 
vendor Financial Network Analytics (FNA) – 
with assistance from Winnow Technologies 
(Winnow)- developed a solution which, 
using Artificial Intelligence (AI) and Machine 
Learning (ML), allows for the segmentation 
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examines opinions, sentiments, and emotions 
in text, classifying them as positive, negative, 
or neutral. These text analysis tools enable 
supervisors to focus on topics and patterns that 
consumers perceive as negative, potentially 
identifying emerging trends or shifts in market 
behaviour and providing a proactive tool to 
detect potential misconduct or issues before 
they escalate into major problems.

Through design sprints and agile iterations, 
the Lab collaborated with SBS and FNA to co-
create a comprehensive solution that scrapes 
the data – with the help of subcontractor 
Winnow Technologies (Winnow). 

The prototyped solution extracts detailed 
topics, matches relevant keywords, and assign 
sentiments. The results are presented in 
interactive dashboards, providing the authority 
with a quick overview of social media activity 
and enabling efficient drill-downs into specific 
topics or individual posts. 

The working prototype leverages various 
AI and ML techniques, including natural 
language processing (NLP) methods for topic 
modeling, keyword tagging and sentiment 
analysis, using advanced models such as 
Bidirectional Encoder Representations from 
Transformers (BERT), Gensim and Generative 
Pre-trained Transformer (GPT). The output is 
displayed in a cloud-based graph database 
with filtering and visualisation features, such 
as interactive timelines, treemaps, bar charts, 
and tables. This solution demonstrates the 
value of AI and ML in the supervisory process, 
helping SBS shift towards more proactive and 
preventive market conduct oversight. 

The project exemplifies the benefits of 
collaborative development between financial 
authorities, the Lab, and tech vendors, 
showcasing how joint efforts can swiftly 
produce advanced suptech solutions while 
achieving cost efficiency. According to the 
Suptech Generations framework, the solution 

enhances data collection through more 
refined web scraping and machine learning 
models, pushing the boundaries of supervisory 
technology.

Project partners 

•	 The Superintendence of Banking, Insurance 
and Private Pension Funds Administrators of 
Peru (SBS): Financial authority that regulates 
and supervises financial institutions, 
insurance companies, and private pension 
funds administrators in Peru, ensuring 
market conduct supervision and financial 
stability.

•	 Financial Network Analytics (FNA): 
Technology firm specialises in analytics 
and simulation, used by central banks, 
government authorities, and financial 
infrastructures globally.

•	 Winnow Technologies (subcontractor): 
Technology firm specialises in web-based 
data mining, natural language processing, 
sentiment analysis, topic modeling, and 
advanced analytics.

Challenges with the pre-existing tool

•	 Restrictions to social media analysis: 
Restrictions to social media analysis: The 
social media analysis efforts by SBS were 
limited in the depth of analysis, as the solution 
primarily relied on sentiment classification 
and basic topic categorisation, which was 
manually performed by a local vendor 
analyst. This restricted the system’s ability 
to effectively classify, process, alert, and 
detect information related to potential 
market misconduct, reducing the overall 
efficiency of the analysis. Moreover, the 
lack of integration between social media 
and other sources, such as customer 
complaints, requires additional time 
and manual effort from supervisors to 
gather and analyse data, reducing overall 
efficiency. from supervisors. 

https://lab.ccaf.io/wp-content/uploads/2024/08/SupTech-Generations.pdf
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•	 Limited market options for specialised 
tools: The tool was primarily designed for 
marketing analytics, focusing mainly on 
sentiment analysis and lacking specialised 
features needed for market conduct 
supervision. Since no tools tailored to these 
specific needs were available in the market, 
SBS faced challenges in adapting this tool 
to its specific needs.

•	 Dependency on external providers: SBS 
reliance on the vendor for configurations 
severely restricted its ability to customise 
the tool effectively. This dependency limited 
SBS’s capacity to update classification 
methods, processing rules, alerts, or 
detection parameters independently. As 
a result, SBS struggled to adapt the tool to 
meet its evolving supervisory requirements 
efficiently.

Key features

•	 Web scraping and data integration: 
Automates data collection from various 
web and social media platforms, while 
also allowing the import of structured and 
unstructured data in various formats. 

•	 Centralised data warehouse: Consolidates 
multiple data streams, providing a 
comprehensive view for analysis. 

•	 AI/ML based advanced text analysis: 
Complementing AI with ML models that 
identify underlying themes and sentiment 
in web-based data through interpretation 
of relationships between words and their 
contextual meaning, helping to organise, 
understand and classify large information 
sets. 

•	 Advanced topic classification: Uses 
a combination of supervised and 
unsupervised machine learning models 
for topic classification. The supervised 
models assign tags based on predefined 
keywords, while unsupervised models 
extract additional, more detailed topics 
based in the overall context of the collected 
information. 

•	 Interactive dashboards: Visualises data and 
insights with the filtering and drill-down 
capabilities to support supervisory actions. 

Benefits 

•	 Broad, automated social media monitoring 
and analysis: The prototype developed 
automates web-based data collection 
and applies near real-time advanced 
analytics to provide better insights into 
financial institutions’ market conduct and 
consumers’ behaviors, preferences, and 
sentiment.

•	 Prototype availability: The prototype 
remains available for SBS to review the 
results of the analysis performed during its 
development.  

•	 Reliable, enhanced supervision: AI/ML 
powered social media monitoring that 
enables in-depth text analysis, allowing 
supervisors not only to identify sentiments 
but also to detect emerging trends and 
potential misconduct, enhancing proactive 
market conduct supervision.
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mainly restricted to sentiment classification 
and a basic topic classification that needed to 
be analyze manually.  

Moreover, the data generated by the vendor 
could not be automatically integrated with 
other information sources, such as customer 
complaints, requiring additional time and effort 
from supervisors to achieve a comprehensive 
market overview. The tool relied only on rule-
based algorithms rather than advanced AI and 
ML models. As a result, data collection was 
prone to bias or incompleteness, making it 
difficult to accurately classify topics and detect 
previously unidentified misconduct patterns. 

Consequently, supervisors expended 
significant time and effort addressing 
weaknesses in the data collection process, 
frequently coordinating with the vendor to 
adjust the tool’s parameters and requesting 
supplementary reports. The lack of integration 
with internal complaints data further 
compounded these issues, limiting the ability 
to detect possible misconduct and other 
emerging market conduct risks. 

SBS adopted the regulation and supervision 
of market conduct of financial institutions, 
insurance companies and private pension fund 
administrators as one of its core mandates. 
As part of this effort, SBS required supervised 
entities to maintain robust market conduct 
management as a fundamental aspect of their 
organisational culture and business strategy. 

Supervising market conduct aims to ensure 
that firms  implement sound business 
practices in their interactions with current 
and potential clients. This involves collecting 
extensive information from various sources, 
enabling supervisors to assess the consumer 
experience with the providers of financial 
services and products throughout the life cycle 
– from presale, to contracting, to execution, 
and to resolution.  

In recent years, the explosion of public data 
sources has presented an opportunity to 
enhance financial sector supervision. Initially 
viewed supplementary, these public data 
sources were not analyzed in an aggregated 
manner from a market conduct perspective. 
However, as public data became more 
central to societal discourse, SBS recognised 
that leveraging this information could 
provide valuable insights to identify possible 
misconduct.    

In 2021, SBS started to engage vendors 
to scrape and analyze social media data 
to identify potential issues, including 
inappropriate application of commissions, 
fees, and charges, as well as weaknesses 
in the design and operation of new and 
existing products and services.  While this 
solution captured relevant information using 
algorithms and hashtags linked to market 
conduct issues, its analytical capabilities were 

1. background and 
supervisory challenges
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more effective and dynamic supervision. This 
new technology would enable supervisors to 
automatically detect possible misconduct, set 
parameters, and identify key information more 
efficiently using natural language queries. 

The Lab selected the SBS’s POC for prototype 
development and supported the SBS team 
in refining their Project Charter and technical 
specifications. The goal of the prototype was 
to create a tool that would allow SBS to monitor 
social media for potential misconduct among 
Peru’s five largest banks, enabling timely 
and efficient detection with minimal manual 
intervention. Figure 1 provides a schematic 
diagram of this solution, illustrating the existing 
web scraping components in teal and the 
advanced analytics capabilities of the working 
prototype in yellow. 

In 2022, a team from SBS participated in 
the Lab’s Capacity Building and Education 
(CB&E) online programmes, where they 
developed the proof of concept (POC) for 
a suptech application designed to enhance 
their supervisory capabilities in consumer 
protection.  

SBS aimed to improve market conduct 
monitoring tools and processes by enhancing 
the analytics of the data scraped from public 
sources, utilising ML and AI to process that data, 
enhance analytical capabilities, and provide 
real-time market conduct alerts, allowing for 

2. Project 
conceptualisation and 
inception

figure 1. SCHEMATIC DIAGRAM OF THE ENVISIONED FINANCIAL MARKET MONITORING 
PROTOTYPE
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3. LEAN VENDOR selection and 
procurement

In March 2023, the Lab procured the working 
prototype on behalf of the agency, executing 
a global competitive bidding via a Request 
for Proposal (RFP) and leading an expedited 
yet rigorous vendor selection process. An 
independent expert panel reviewed the 
anonymised bids from a global cohort of 
applicants, ultimately selecting the proposal 
by FNA.  

The selection process began with the Lab 
and other University of Cambridge experts 
shortlisting responses to a request for 
expressions of interest (REOI) based on 
three criteria: (1) relevant experience (60%), 
technical and managerial expertise (30%), 
and adequate resourcing (10%). Firms that 
made the shortlist were subsequently issued 
an RFP. Proposals were reviewed by an 
independent panel of judges comprised of 
global experts and innovators. The evaluation 
criteria in this second phase emphasised topic 
responsiveness (65%), execution plan (25%), 
and innovative approach (10%).  

Once FNA was selected as the vendor, the 
process underwent a no-objection review with 
SBS. The Lab and the University of Cambridge 
conducted through due diligence, formalising 
legal agreements related to data sharing 
and storage, intellectual property licensing, 
and public procurement. These terms were 
consolidated in a project agreement between 
the University and the vendor, which also 
included non-disclosure agreements (NDA).  

By the end of April, following the completion 
of due diligence, the University of Cambridge 
contracted FNA. Once the vendor was 
onboarded, the Lab took charge of project 
management, overseing the development 
and testing phases of the working prototype.   
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The project kicked off in June 2023, with 
the Lab facilitating the stakeholder and 
communication plan while leading design 
sprints with the cross-functional project team.  
FNA captured design documentation through 
user stories (Figure 2), technical requirements 
for desired features and functionality, and 
developed the working prototype according 
to the architecture diagram shown in Figure 3. 
During this phase, the project teams worked 
asynchronously, contributing comments, 
questions and suggestions through a 
collaborative, interactive and iterative 
process.

The working prototype for SBS focused on 
utilising AI and ML models to enable advanced 
text analysis by classifying social media posts 
through topic modelling, keyword identification 
and sentiment analysis. These tools informed 
the development of new taxonomies and 
relationship mapping. The aggregated data 
was then analysed, providing valuable insights 
into market conduct. The system enabled 
real-time monitoring and alerts, facilitating 
proactive supervision. 

The Lab’s prototype development process 
employs a unique approach to identifying 
potential challenges early in a project, ahead of 
a large procurement effort. This “front-loading” 
process helped SBS identify two critical issues 
early on.  

First, it became apparent that simply layering 
analytics onto the pre-existing web scraping 
tool would not bypass the algorithms 
employed by social media sites to block data 
scraping. A more advanced web scraping tool 
was required. Second, extracting meaningful 
insights from social media proved to be 
challenging, as the connection between social 
media posts and market misconduct can be 

4. WORKING PROTOTYPE AGILE 
DEVELOPMENT

opaque. Negative social media posts often 
contain sparse information, foul language, or 
irrelevant content, such as emojis, images or 
symbols, making it difficult for both humans 
and machines to infer whether a complaint 
relates to actual market misconduct.  

Any social media monitoring project of this 
kind should allocate ample time for iterative 
improvements to the NLP models. Iterative 
refinements of the models should continue 
beyond the initial development phase, as 
ongoing calibration will be necessary to adapt 
to changes in the environment.    
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figure 3. SBS/FNA WORKING PROTOTYPE ARCHITECTURE DIAGRAM

figure 2. user stories
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expanded list of topic-specific labels. This 
approach facilitates accurate classification, 
enabling efficient organization and 
interpretation of text data. 

•	 Detailed label generation: This component 
was more complex, involving multiple steps 
to ensure precision:

•	 Unsupervised learning: To support 
effective label generation, unsupervised 
topic modeling techniques, such as 
Latent Dirichlet Allocation (LDA), are 
utilized. This step uncovers underlying 
themes in data, facilitating the 
subsequent processes.

•	 Topic Generation: BERT (Bidirectional 
Encoder Representations from 
Transformers) was employed for 
topic generation due to its ability to 
understand context and semantics, 
allowing for the extraction of meaningful 
themes from the corpus.

•	 Manual review:  A human-in-the-loop 
process was implemented for selecting 
the topics of interest and sampling data 
for manual label assignment By ensuring 
alignment with the specialized expertise 
of the reviewers. This maintains domain 
relevance and enhances the overall 
quality of the training sets.

•	 Supervised modeling: A supervised 
model then processed the full population 
of posts using the refined labels, 
providing a structured classification of 
the detailed topics.

This project built upon SBS’s foundational 
efforts to enhance its market conduct 
supervision capabilities, integrating advanced 
monitoring tools through social media 
and other channels. FNA partnered with 
Winnow Technologies, leveraging its robust 
capabilities in social media scraping which 
include extensive access to specific sites, and 
the ability to handle large volumes and diverse 
content.¹  

To effectively meet the objectives of 
the working prototype, FNA employed a 
combination of AI and ML methods that 
utilized both real-time and historical data. 
The comprehensive and ETL (Extract, 
Transform, Load) process was essential for 
transforming raw JSON data obtained from 
webscraping into a usable format.  Following 
this, FNA applied various advanced analytical 
techniques: 

•	 Sentiment analysis: A multilingual, NLPtown/
BERT-based model fine-tuned on about 
50,000 social media post  in Spanish to 
assign sentiments (Positive, Negative, or 
Neutral) to each one based on its contents. 
This model is supervised, meaning it was 
trained on previously labeled data to ensure 
accuracy and relevance in its sentiment 
assessments. 

•	 Labeling and categorization:  SBS supervisor 
provided sets of labels and categories 
they want to use for grouping the content. 
The Natural Language Toolkit (NLTK) was 
utilized for text preprocessing, including 
normalization and stemming, to enhance 
machine readability. Regular Expressions 
(RegEx) were also employed for text 
manipulation. Utilizing NLP models, both 
topic assignment and topic generation 
were performed to align content with an 

5. THE APPLICATION

¹ See Cambridge SupTech Lab (2024b), Next-Generation 
AI-Powered, Chatbot-Supported Complaints 
Management System, Case Study N.3, forthcoming, 
Cambridge: Cambridge Centre for Alternative Finance 
(CCAF), University of Cambridge.
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•	 Classification: For each identified topic, 
FNA assigned relevant social media 
posts and calculated both the number 
and percentage of posts per topic. This 
structured approach not only clarified 
the scale and specifics of each topic 
but also enhanced the monitoring and 
tracking of market conduct-related 
discussions across platforms. 

This layered and methodical approach to 
data analysis ensured a comprehensive 
understanding of market conduct issues, 
providing SBS with the tools needed for 
proactive and informed supervision. 

•	 Content summarisation: The BERT 
Extractive Summarizer extracted key 
sentences from the posts related to 
each topic, followed by GPT generating 
concise summary bullet points (labels). 
These summaries provided clear and 
actionable insights into the nature of 
discussions within each topic. 

•	 Visualisation: Results from these 
processes were visualized through 
a cloud-based graph database that 
included interactive timelines, tree 
maps, bar charts, and tables, enabling 
dynamic and intuitive access to the data.

figure 4.. SBS/FNA Reclassification Solutions
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G.	
B.	 Match summary bullet points (After GPT)

B.	 Alternatively, the output generated by 
GPT could have been matched back to 
the original posts using a combination 
of similarity matching and regular 
expression. This approach could have been 
implemented and tested more quickly. 
However, because GPT reformulates and 
shortens relevant sentences, matching 
bullet points to original posts would have 
resulted in higher error rates. As a result, 
several iterations would have been needed 
to lower the error rate to an acceptable 
level, potentially taking longer than Solution 
1A. 

B.	
B.	 In both Solution 1A and 1B, there would have 

been limited control over which specific 
bullet points GPT generated based on 
the relevant sentences, requiring manual 
intervention to implement feedback. 

C.	
In both Solution 1A and 1B, code cannot control 
which specific bullet points GPT generates 
based on the relevant sentences, which limits 
the ability to implement any feedback without 
manual intervention.

Two potential solutions were explored to 
reclassify posts using a more granular set of 
topic labels. Both methods would have required 
manual validation and iteration to improve the 
results. 

Solution 1: Match bullet points back to posts

The first solution focused on maintaining the 
summary bullet points while matching them 
back to the original posts. Two approaches 
could have been considered: 

A.	 Match relevant sentences (Before GPT)

B.	 Using BERT Summarizer, this approach 
would combine and condense the content 
of all posts within a specific topic by 
removing irrelevant and repeated material, 
without generating new text. For each 
relevant sentence, exact matches within 
the content of one or multiple original posts 
would be identified. However, this process 
would not work in reverse; posts containing 
only irrelevant or repeated content might 
not be mapped back to relevant sentences. 

C.	
D.	 The tool could have assigned an index to 

each relevant sentence before applying 
GPT. When using GPT to generate summary 
bullet points, the tool would also modify the 
prompt to ask GPT to provide the indices 
of the relevant sentence(s) used for each 
bullet point. 

E.	
F.	 This method would ensure the ability to 

track exactly which original posts and 
relevant sentences led to the summary 
bullet points, producing accurate matches. 
However, there was a risk of missing some 
original posts, and it was uncertain whether 
GPT could handle this type of modified 
prompt without issues. 
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work at the beginning, as well as occasional 
reviews, it offered SBS greater stability and 
control. It ensured that the subtopics aligned 
with ongoing discussions on social media and 
app stores, allowing for better adaptation to 
evolving market conditions. 

The Summary dashboard displays the number 
of posts as they relate to keywords provided 
by SBS. The graph on the left displays posts 
relating to products such as credit, deposits, 
and loans. In the middle, the graph displays 
posts that relate to relevant tags provided 
by SBS relating to collections, promotions, 
personal data, and other data that may provide 
additional insights into consumer sentiments.  
The graph on the right displays the posts by 
the channels defined by SBS for monitoring 
and analysis, including call centers, branches 
or payment platforms.

The Sentiment dashboard displays data 
scrapped from social media for five large 

Solution 2: Create new granular subtopics

SBS ultimately selected this option as a more 
stable, long-term solution. This approach 
eliminated the BERT Summarizer and GPT 
steps entirely, instead focusing on creating 
new, more granular subtopics in place of 
summary bullet points. The method used for 
this solution was similar to the one employed to 
create the initial topics: a mix of unsupervised 
learning to identify clusters, manual review of 
a sample of posts to assign relevant subtopics, 
and supervised learning to assign subtopics to 
the remaining population of posts. 

A subject matter expert from SBS collaborated 
with FNA to validate the subtopics and provided 
well-defined labels for a large sample of posts, 
which served as the training dataset. This 
approach gave SBS more flexibility in defining 
the subtopics and incorporated validation 
directly into the workflow. 
While this solution required more manual 

figure 5. FNA’S SUMMARY DASHBOARD
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figure 6. Sentiment analysis dashboard

overview of a bank’s activity over a specified 
period, in this case 6 months. At the top of the 
dashboard, there is a notable spike in activity 
during March, consistent with Figure 4.  

financial institutions during the first 6 months 
of 2023. Nearly 50,000 posts were analysed 
for Bank1, showing predominantly negative 
sentiments. The graph shows that a notable 
spike in negative posts took place in March, 
which informs the supervisory areas that 
warrant further investigation.
The Monthly Monitoring dashboard provides 
a closer look at each individual bank, with an 

figure 7. FNA’s Monthly Monitoring Dashboard for individual banks
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figure 8. fna’s filterable post dashboard

reposts, likes, and shares. In this example, a news 
agency’s post ranks highest on X (formerly 
Twitter).  The second most interacted-with 
post comes from an individual user.

Users can drill down further to view the 
contents of each post.  This following example 
shows an ATM withdrawal issue with concerns 
over potentially fake bills dispensed by the 
supervised entity.

A closer look at the specific posts that make up 
the Monthly Monitor graph reveals many posts 
are advertisements, however notable posts 
by users can also show discussions relating to 
charges, fees, or potential fraudulent account 
activity. 
This dashboard can be filtered by specific 
keywords, and be sorted by the level of 
interactions, such as the total number of 
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341,838

Web scraping 
by winnow Comments 

scraped

analysis by 
FNA

Sentiment 
analysis

NLPtown/BERT-base-multilingual-uncased-
sentiment

Key word tagging Natural Language toolkit (NLTK)
Regular Expression (RegEx)

Topic modeling

Gensim
Generative Pretrained Transformer (GPT)

Latent Dirichlet Allocation (LDA)
BERT Extractive Summarizer

Classification machine learning models

Visualisation 
by FNA

Dashboards
53 Widgets

20 pages
8 Dashboards

Table 1. fna networking prototype resources

App Store
Google Play

Facebook

Instagram
X (Twitter)

Platforms 
scraped

The SBS Market Conduct department 
supervises 64 entities. The working prototype 
focused on scraping and analyzing data from 
five banks. A total of 341,838 comments were 
collected from seven platforms, including 
Facebook, X (formerly Twitter), Instagram, the 
Apple App Store, and Google Play Store.

FNA developed three major and eight minor 
prototype versions through iterative quality 
enhancements. Each new version refined the 
data filters, improved the topic modeling, and 
enhanced the user interface, building on the 
capabilities of the previous versions. The final 
result included 53 widgets across 20 pages 
on 8 interactive dashboards, enabling users to 
efficiently analyze hundreds of thousands of 
social media posts.

These dashboards allowed SBS to visualize 
and extract insights from the vast data sets 
collected, providing a more comprehensive 
view of market conduct trends. This advanced 
tool not only enhanced SBS’s ability to monitor 
market conduct but also helped identify 
potential issues in real-time, improving the 
overall supervisory process.

figure 9. Sample post
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Having an AI/ML tool to monitor social media 
and other public sources, such as app stores, 
blogs, and news sites, allows for more proactive 
identification of trending topics concerning 
consumers of supervised entities. It also 
facilitates analysis from the perspective of 
market conduct supervision, while generating 
reports or alerts that can be used to prioritise 
and strengthen investigations or on-site 
inspections by leveraging: 

•	 Automated data collection and reporting

•	 Near real-time capture and analysis of large 
data volumes

•	 Efficient keyword and hashtag searches to 
target specific issues 

•	 Automatic integration of data analysis for 
improved information management

•	 Customised dashboards and reports for 
tailored insights

•	 Integration of information from multiple 
sources, offering a broader perspective

With this technology, financial authorities will 
be able to:

•	 Strengthen risk-based supervision by using 
automated monitoring through advanced 
text analysis tools to report and categorize 
real-time information about market 
conditions and emerging consumer risks. 
This allows agencies to make more informed 
decisions and manage risk effectively.

•	 Enhance proactive and preventive action  
through proactive monitoring achieved by 
advanced topic classification ensures that 
potential risks are identified, analyzed, and 
addressed before they escalate.

•	 Receive near real-time updates on 
processed unstructured data regarding 
specific products, issues, or entities, helping 
supervisors predict potential misconduct 
and intervene when risks become imminent 
(e.g., through on-site examinations).

•	 Maintain a continuous influx of data, 
providing early warning signals of potential 
financial misbehavior or reputational harm.

6. The IMPACT

The availability of timely and comprehensive 
textual data enables us to stay ahead of 
emerging trends and potential issues within 
the consumer landscape. By harnessing this 
data, we can identify patterns, anomalies, 
and areas of concern in real-time, enabling 
us to take proactive supervisory measures. 
Additionally, applying advanced natural 
language processing techniques—such as 
topic modeling—allows us to condense large 
volumes of textual data into meaningful, 
actionable insights. This empowers us to 
prioritise and focus our supervisory efforts 
on areas with the most significant impact.

Sentiment analysis provides another 
valuable layer of understanding by 
gauging public sentiment towards various  
products or entities. This analysis helps us 
identify potential misconduct and assess 
the effectiveness of current supervisory 
measures based on public perception.
By leveraging these tools and techniques, 
we will significantly enhance the precision 
and effectiveness of our supervisory actions. 
These data-driven approaches ensure that 
our efforts are evidence-based, responsive 
to the evolving landscape, and ultimately 
focused on preserving consumer interests 
more effectively.

Nicolas Tirado Vilela
Market Conduct Analyst at SBS

“

“
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7. WHAT’S NEXT

After the prototype was tested, SBS confirmed 
that the solution accelerates their digital 
transformation by clearly demonstrating 
the value of integrating artificial intelligence 
and machine learning into the supervisory 
process. The prototype exercise also helped 
them better understand the necessary 
steps for moving into production. The Lab’s 
approach is specifically designed to avoid 
vendor lock-in, ensuring that SBS retains 
flexibility. 

As part of the Lab’s Application Incubation 
program, agencies like SBS are provided with 
several options following the delivery of a 
prototype. They can:

1.	 Continue working with the vendors that 
developed the prototype.

2.	 Contract different vendors to further 
refine or develop the solution.

3.	 Deploy in-house resources to advance 
and maintain the solution independently.

SBS is currently evaluating its specific pathway 
to production, carefully considering which 
approach will best suit their operational needs 
and long-term strategic goals.
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PROJECT PARTNERS

Superintendencia de Banca, Seguros y AFP 
(SBS) of Peru 

SBS is the agency in charge of regulating 
and supervising the financial institutions, 
insurance companies and private pension 
fund administrators in Peru, as well as 
preventing and detecting money laundering 
and terrorism financing.  Its main objective is 
to safeguard the interests of consumers and 
users of the mentioned companies, ensure 
their proper functioning, preserve financial 
stability and integrity, and ensure adequate 
market conduct.  

FNA

FNA is a leader in advanced network analytics 
and simulation. Its software is used to uncover 
hidden connections and anomalies in large, 
complex datasets, to predict the impact of 
stress events, and to optimally configure 
financial systems and infrastructure. FNA is 
trusted by the world’s largest central banks, 
government authorities, commercial banks 
and financial infrastructures. 

Winnow Technologies Inc.  

Winnow Technologies (Winnow) is a vendor 
that specialises in web-based data mining 
tooling, natural language processing and 
advanced analytics to assist public agencies in 
fulfilling their mandates to citizens and support 
the development of inclusive, sustainable and 
resilient markets, economies, and societies. 
The tools developed and deployed by Winnow 
allow the oversight of regulated firms and 
unregulated activities by scanning the web, 
social media, company reports and other 
communications to flag potential violation of 
policy and regulations, conduct sentiment 
analysis, and correlate collected information 
for supervisors on an ongoing basis.

About the Cambridge SupTech Lab

The Cambridge SupTech Lab accelerates the 
digital transformation of financial supervision 
to nurture resilient, transparent, accountable, 
sustainable, and inclusive financial sectors. 

The Lab catalyses the scalable integration 
of innovative technologies, data science 
and agile methodologies by supervisory 
authorities to address the enduring and 
emerging challenges of the rapidly changing 
financial landscape. Through the Lab, financial 
authorities have championed the adoption 
of advanced suptech solutions that tackle 
critical issues such as financial crime, fraud, 
exclusion, climate change enablers, consumer 
protection, and artificial intelligence biases. 

The Lab is hosted at the Cambridge Centre for 
Alternative Finance (CCAF) at the Cambridge 
Judge Business School,  and leverages 
foundational intellectual property and know-
how from the RegTech for Regulators 
Accelerator  (R²A).

https://www.winnowtech.io/
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Disclaimer

The mention of specific companies, 
manufacturers, or software does not imply 
that they are endorsed or recommended by 
the Cambridge SupTech Lab in preference 
to others of a similar nature that are not 
mentioned.
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